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Abstract—In this paper, the DBSCAN (Density Based Spatial Clustering of Applications with Noise) algorithm is analyzed and its limitation is pointed out when it is used in path detection of moving object. Then the FPCSN (the Fast Path Clustering Algorithm based on Symmetric Neighborhood) algorithm is proposed. The concept of density factor is introduced in this algorithm. By searching for the k neighborhood and the reverse k neighborhood of the sub-divided path segments, the density factor is computed, then the sub-divided path segments are clustered, and the query operation of neighborhood is optimized. This algorithm can identify small and dense clusters from large and sparse clusters. It also reduces the query times and improves efficiency.
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I. INTRODUCTION

CLUSTERING is the process of grouping physical or abstract objects into classes which consist of several similar objects. The objects are called cluster. In the same cluster, the objects have high similarity [1]. In the different clusters, the objects have large difference.

In recent years, with increasing research interest in the moving objects, the clustering of paths becomes an important research subject. The clustering is widely used in traffic management, military management, mobile computing, meteorology and disaster science and so on. For example, in transport system [2], the clustering can apply to paths analysis which can lead to the following applications:

1) Optimization of traffic management. By the clustering analysis of paths which are produced by moving vehicles, the transport network is divided into different sub-regions. Then by macroscopic management and control of the traffic flow, the road network can be optimized and the traffic congestion can be eased.

2) Road construction. Construction of roads is normally with reference to vehicle's travel patterns. Transport network includes the main roads and secondary roads. By the clustering of paths, core sub-paths can be obtained. Core sub-paths represent the paths which vehicles often travel. So core sub-paths can be regarded as the main roads.

3) Traffic navigation. Different segments of roads have different traffic flow. So through the real-time analysis of roads which is generated by vehicles, the traffic flow can be obtained. The user can select the road segment which has relatively less traffic flow which can navigate effectively.

The organization of this paper is as follows: The limitation of Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [3] is addressed in Section II. The fast path clustering algorithm based on symmetric neighborhood (FPCSN) is proposed in Section III. The experimental hardware and software environment is given in Section IV along with the ways of preprocessing the moving object path data. The simulation results of FPCSN are presented in Section V. And the last section is the summary.

II. EXISTING PROBLEMS

Density-based clustering method can find clusters of arbitrary shape in general if a proper pre-processing is done. So it can be applied to paths detection of moving objects. Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [3] is the most classical algorithm in density-based clustering methods. DBSCAN can find cluster in the data space with noise. But when it is used in moving object paths clustering, it has the following limitations:

1) DBSCAN uses two global parameters which are called ε and MinPts. This method selects parameter according to the most scattered clusters. When the clusters are dense and the neighborhood contain MinPts points, ε will become too large and the adjacent regions of different densities will merge into one cluster. Therefore, DBSCAN can not identify the small, dense regions from the large and sparse regions.

2) Because moving objects have time and space properties [4], the function of the distance between the sub-paths does not meet the triangle inequality and traditional spatial index structures cannot be directly used to support sub-path neighborhood queries. So when DBSCAN algorithm
applies to the paths clustering of moving object, time complexity is $O(n^2)$ where $n$ is the total number of divided paths (segments).

III. THE FAST PATH CLUSTERING ALGORITHM BASED ON SYMMETRIC NEIGHBORHOOD

Zheng [5] proposed outlier detection algorithm based on symmetric neighborhood. This algorithm introduces density factor and isolated factor based on symmetric neighborhood. By computing density factor of each point, the clustering points are removed. Then the isolated factor of each isolated points is computed. In order to improve DBSCAN algorithm, the density factor based on symmetric Neighborhood is introduced and the Fast Path Clustering Algorithm based on Symmetric Neighborhood (FPCSN) is proposed which can apply into path clustering of moving objects.

A. Related Concepts of FPCSN

Definition 3.1: Sub-path. If a random path in the space is divided into several sections, each section is called sub-path. Let $T$ be the set of sub-paths, $T=\{L_1, L_2, \cdots, L_n\}$, sub-path $L_i(1 \leq i \leq n)$ and $L_j(1 \leq j \leq n)$ are two random paths in the set of sub-paths. We use similarity as the measurement of $L_i$ and $L_j$ which is denoted as $S_{ij}$.

Definition 3.2: $k$ neighborhood of sub-path. If $L$ is a sub-path, $k$ neighborhood of $L$ can be denoted as $kNB(L)$ in brief. $kNB(L)$ is the set of sub-paths which is most similar to $L$.

Definition 3.3: $k$ neighborhood radius $r$ of sub-path. For all the sub-paths which are included in $kNB(L)$, the distance between the sub-paths which have the smallest similarity is called $k$ neighborhood radius $r$.

Definition 3.4: Reverse $k$ neighborhood of sub-path. If $L$ is a sub-path, the reverse $k$ neighborhood of $L$ can be denoted as $RkNB(L)$ in brief. $RkNB(L)$ is added to the cluster list as a new cluster and $L$ is the core sub-path.

Definition 3.5: Density factor of sub-path. If $L$ is a sub-path, the density factor of $L$ can be denoted as $LDF(L)$ in brief. $LDF(L)=|RkNB(L)|/|kNB(L)|$ where $|RkNB(L)|$ denotes the magnitude of $RkNB(L)$ and $|kNB(L)|$ denotes the magnitude of $kNB(L)$.

Definition 3.6 Core sub-path. If $L_i(1 \leq i \leq n)$ is a sub-path and $LDF(L_i)$ is at least no less than the threshold $minLdf$ where $minLdf \geq 1$, $L_i$ is called core sub-path.

B. The Process of FPCSN

The basic idea of the algorithm can be described as follows: Selecting the first unlabelled sub-path, computing density factor of the sub-path and then determining if this sub-path is core sub-path. If this sub-path is core sub-path, merging its $k$ neighborhood with the overlapping paths according to the merging principles of the greatest connected sub-graph. The algorithm flow chart is shown as Figure 1.

The FPCSN algorithm is implemented as follows:

**Input:** The set of sub-paths which is called $T$, parameter $k$, parameter $minLdf$

**Output:** The cluster $Ci$ of sub-paths

**Begin**
1: Initializing all sub-paths and identified as unmarked
2: Computing $kNB(L)$, $r$ and $RkNB(L)$
3: Computing $LDF(L)=|RkNB(L)|/|kNB(L)|$
4: if ($LDF(L) \geq minLdf$) then
5: Denoting $L$ as core sub-path
6: for(each cluster $Ci$ in clustering list)
7: if ($Ci$ and $kNB(L)$ is overlapping) then
8: Cluster $Ci$ and $kNB(L)$ merge
9: if(all the paths in $T$ marked) then
10: Marking $L$ as the boundaries of sub-path

Fig. 1 The flow chart of FPCSN
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10: Cluster $C_i$ and $kNB(L)$ merge; merging the sub-paths in cluster $C_i$ and $kNB(L)$, then the result is saved in $newC_i$. L and the core sub-paths of $C_i$ are added to the corresponding core sub-path of $newC_i$, then $newC_i$ instead of the current cluster.

11: else
12: $kNB(L)$ is added to the cluster list as a new cluster and L is the core sub-path.
13: else
14: Marking L as the boundaries of sub-path.
15: end

The advantages of FPCSN can be described as followed:

1) Using the longest common sub-sequence as the measure of similarity between two sub-paths which can avoid the differences between time, space, speed and length of the path which is caused by Euclidean distance.

2) FPCSN can identify the small, dense regions from the large, sparse regions. FPCSN finds cluster according to the following procedure: FPCSN firstly determines a core sub-path based on neighborhood which is in orbital cluster, and then orbital cluster expansion. For the sub-path L, FPCSN determines whether L is the core sub-path based on neighborhood according to whether there is "$LDF(L) ≥ minLdf$" and this process reflects local feature.

3) Merging $kNB(L)$ and the overlapping sub-paths can reduce the time of neighborhood queries.

IV. SIMULATION SETTING AND DATA PRE-PROCESSING

All experiments are conducted under following configurations: CPU: Intel(R) Core(TM) i5 3.2G; Memory: 4G; Operating System: Windows 7; Development Tools: Microsoft Visual Studio 2010 and Microsoft SQL Server 2008.

Pre-processing is applied to all experimental data, i.e., path data of moving objects. Three ways are used to divide or sub-divide the path of moving object: (1) by position, (2) by time, and (3) by pattern cycle, The x and y co-ordinators extracted from the traffic path data generated by the simulator of Thomas Brinkhoff are used as the initial path data set in the experiment, while in the real situation, the temporal property of data set is ignored and only the spatial property is considered.

V. EMULATION OF FPCSN

In this paper, we use the paths produced by Thomas Brinkhoff which is a traffic generator. The path information includes the location information of vehicles at a specific period of time. We extract the x and y coordinates as the original data set.

A. Quality Assessment

Here, we use DB index to describe the quality of clustering. DB index [6][7] is the comprehensive evaluation index for clustering quality. By selecting six groups of data sets and executing DBSCAN and FPCSN, DB index is computed and shown in Figure 2.

From Figure 2, we can see that for data set 3, 4, 5 and 6, the DB index for FPCSN is larger than for DBSCAN. So FPCSN has better clustering results. This is because these four data sets are the ones of multi-level (i.e., non-uniformly distributed) density. But for data sets 1 and 2, the DB index for FPCSN is smaller than for DBSCAN, this implies that DBSCAN is more suitable for the uniformly distributed data sets. While in reality majority of data sets are non-uniformly distributed, i.e., of multi-level density (Figure 3).

B. The Influence of Execution Time by Parameter $k$

When the number of paths is constant, the influence of execution time by parameter $k$ can be shown as Figure 4.

It can be seen from the figure, with the increase of $k$, the execution time of DBSCAN increases, while the execution time of FPCSN algorithm decreases. That is because if the $k$ increases, the $k$ neighborhood of sub-paths for DBSCAN increases and the execution time increases. For FPCSN, the $k$ neighborhood of sub-paths also increases, but there is a process of merger. So increase in $k$ means more merger of sub-paths which in return reduces the operation time and the execution time.
C. The Influence of Execution Time by the Size of Paths

Figure 5 shows the influence of execution time by the size of paths when the parameters are kept constant. After reading the sub-paths from the database, we can obtain the number of sub-paths are 5000, 8000, 11000, 14000, 17000, 20000. Then algorithms of DBSCAN and FPCSN are executed and the execution time can be obtained.

![Fig. 5 The influence of execution time by the size of paths](image)

It can be seen that with the increase of the size of sub-paths, the execution time of DBSCAN and FPCSN increases, but the increase for FPCSN is slower than that for DBSCAN. It means that FPCSN outperforms DBSCAN in efficiency.

VI. CONCLUSION

Cluster analysis of the path with moving objects is a hot topic. In this paper, the concept of the density factor is introduced and the query of the neighborhood is optimized which leads to the rapid clustering with different density data sets. Then FPCSN algorithm is proposed. The experimental results indicates that the FPCSN algorithm is able to identify small and dense clusters from large and sparse clusters of the paths of moving objects and shows a good quality in terms of DB index. Also the performance of FPCSN algorithm is improved to some extent.

At present, in this paper, we only considered the spatial property in analyzing the path clustering of moving objects, while ignored the time feature which we will take into account in the future work. Because the data for paths of moving objects is huge, we need to find a more efficient method for neighborhood search in the future as most of the computing time in FPCSN spends on the k neighborhood search.
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