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Abstract--- Banks should take high care on their loan granting policies. Banks rely on credit scoring systems when it comes to granting loans to customers to reduce any potential losses. Neural networks are considered as mostly widely used statistical tool in finance and business applications. Recent studies emphasize using ensemble models or multiple classifiers over single ones to solve credit scoring problems. This study focuses on 2 parts: (1) developing a group of neural network ensemble models to assist in predicting the probability of default; (2) exploring the importance of each of the attributes of the dataset in the overall performance of the classifiers. The datasets used in this study are real world datasets.
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I. INTRODUCTION

For banks or any financial institution, credit lending activities are the principal of their business. However, good lending action will lead to high profits otherwise loss will take place. In order to minimize risk and to choose where the money should be granted, a critical evaluation of loan applications should be carried out to come to a reliable and effective decision. According to Basel Committee for Banking supervision [1], all banks should adopt rigorous credit scoring systems to help them in estimating degrees of credit risk and different risk exposures, as well as improving capital allocation and credit pricing. However, and due to the substantial growth in the consumer credit industry [2] and the promoting of wide range of products and financial service to the clients [3] this resulted in an increasing demand on consumer loans and having high competitive market, along with this, the chances of defaulting risk will increase [4], and from here embracing of a credit scoring systems is an essential tool in evaluating the credibility of applicants.

Credit Scoring has been a challenging topic and widely discussed in the field of credit management and in literature, and a lot of attempts have considered developing scoring Models to solve such problem, see [5]-[7], for example

Credit scoring objective is to determine if loan applicant should belong to either ‘Good’ or ‘Bad’ group of applicants [8], [9]. ‘Good’ applicants are who could fulfill their obligations while ‘Bad’ could not. Credit scoring systems can be classified in to two major approaches [4], [10]: Judgmental approach and statistical approach, the first one relies solely on guidelines of the bank in addition to the intuition and the experience of the credit analyst. This approach is not efficient as it is subject to human error or bias and it is time consuming [6]. [11] Argued that the results of judgmental approach are inefficient, inconsistency and un-uniform. However, due to the fast growth of consumer credit industry and enormous amount of data, banks and financial institutions tend to have objective, fast, consistent and uniform methods to replace the traditional ways.

Supplement the judgmental [12]. The second approach is used to overcome the former one; it is based on building scoring models using statistical techniques which are known in its ability to differentiate between two populations such as linear discriminant analysis (LDA) and logistic regression (LR) as traditional methods and advanced methods such as neural networks (ANN) and support vector machines (SVM), and decision tree (DT). Credit scoring models are developed in a way that can identify the financial variables that have discriminatory power to classify applicants in two groups. The advantages of having a consistent credit scoring model systems are reducing of credit analysis costs, allow faster decisions, guarantee credit collectivity and reduce any exposure to risks [5], [13]. Accuracy is a major issue when building credit scoring models, as it affects banks' profits in case of default. Yet, increasing the accuracy of the scoring systems, even of 1% could save the banks from great losses, especially for bad applicants [14]. Many credit scoring models have been developed by researchers and practitioners.

The most common employed models are LDA and LR [15]-[17], [5], [18]. In credit scoring both LDA and LR tends to look for the best linear combination between variables, but the weaknesses occur when the data are non-linearly related, and for that reason they are considered to have lack of accuracy [19]. The evolution of new technologies allowed for building and developing more robust and rigorous models [20]. To overcome the shortcomings of LDA and LR, new advanced statistical techniques were revealed as alternatives to traditional methods in developing credit scoring models and other areas of finance, such as ANN [4], [21], [22]-[16], SVM [10], [23], [16], GP [8], and DT [24]. These methods are called machine learning method as they can learn from the data and extract knowledge from it, and build properties that are relevant to data target. However, these methods showed that
they are very superior in dealing with credit scoring problems, especially for nonlinear relationships between variables and for its generalization abilities and it are superior to LDA and LR [22], [25]. Although, of the promising results achieved by related studies, and its ability to hold classification problems, there was a trend by scholars for having more developed models with improved accuracy. [18] Pointed that more customized designs must be developed in credit scoring.

Still, researchers have been developing scoring models based on new techniques, such hybridization and ensemble techniques which show higher accuracy than individual models. Hybrid approaches are mainly based on combining two different classifiers or machine learning models together. When the two models are combined, one is used to do data processing (unsupervised learner) and then the second classifier (supervised learner) will learn from the pre-processed data, see [26] for explore different ways to build hybrid models. The motivation behind building hybrid models is the data pre-processing or (variable selection) of significant variables. Variable selection or feature selection is an important problem in credit scoring, it is based on reducing the variables that is irrelevant, redundant or causing noise, which it may affect classification accuracy, although most developed scoring models are built without any modifications, variable selection has showed its effectiveness in increasing accuracy as well as having less complex and low dimensional model [27]. Using variable selection does not only increase model accuracy but it gives better initial solution for the model used [14], several studies have proposed effective hybrid models in credit scoring using different classifiers [13], [17], [28], [14], [29], [26], [30], all related studies that concluded that hybrid models is the best for credit scoring in terms capability, misclassification costs, making profits and generating business revenues when compared to single classifiers.

The other technique which was inspired by hybridization approach is the ensemble techniques, which are based on training several classifiers to solve the same problem, and then their outputs, are combined or aggregated by a method(s) to give an enhanced output. As the ensemble approaches are the main focus of this paper, some literature will be covered, however all related studies showed that ensemble method is efficient and gives higher classification accuracies than that of single models.

However, there is no overall, best classification technique used in building credit scoring model, selecting a model that could discriminate between two groups, depends on the nature of the problem, data structure, variables used and the market and environment it will be developed [12], [31], [24]. Hereafter, there can be a right model for the right purpose, and any credit scoring model when it is developed, must take in consideration the problem and how to fit it based the data availability, computational capacity and the model should be easy and understandable on how it works, the model should be adaptable with all conditions and through time and it should also extends to be profitable and detect problems. The rest of paper is divided as the follows: section 2 reviews some related work on ensemble techniques applied in credit scoring. Section 3 describes NN and its architecture and an overview of ensemble strategies. Section 4 states the experimental design that will be conducted. Section 5 reports the results and analysis of the experiments. Section 6 draws conclusions and future direction of research.

II. RELATED WORK

Building efficient credit scoring model is quite a big challenge. The number of credit scoring models being developed by researchers is increasing larger and larger. Their research motivation is improving models accuracy that reduces risk, increase profit and helps in efficient decision making. The research trend is going towards hybrid and ensemble learning, because of its effectiveness in handling the credit scoring. Therefore, models are getting more difficult and complex, in addition to higher costs of implementation.

Many studies have highlighted the use of several ensembles classifiers in building credit scoring models. [7] tested the performance of single NN classifier and compare it with multiple and diversified NN classifiers, the results showed that there is no exactly better classifier. [32] They used three NN ensemble strategies (cross-validation, bagging and boosting), the results showed that NN ensembles are more accurate, robust and superior than single NN. [33] Investigated the performance of several ensemble classifiers, results showed superiority of ensemble in terms of classification accuracy. [34] Investigated five classifiers with different noise levels of attributes, and try to improve the accuracy their ensembles, results revealed that ensemble classifiers are more accurate at different noise levels. Also a study by [35] were they added a new group beside ‘good’ and bad’, which is ‘borderline’ this is based on initial information of applicants, they performed a class-wise classification as pre-processing for data, instead of using ensemble classifier without pre-processing, this will lead to an efficient ensemble classifiers, results shows better accuracy than hybrid and single classifiers. A study by [36] was they built an ensembles of LS-SVM, each SVM agents is given a weight using three ensemble strategies, results showed that ensemble strategies improve accuracy and it is a good tool or building credit scoring models. [24] Carried out a comparative study on three classifiers based on three ensemble strategies namely bagging, boosting and bagging, results shows that bagging performs boosting all the time. Another study conducted by [37], they applied a new bagging procedure called ‘poly-bagging’ based on combining predictors over a succession resampling, results showed that this approach may improve the accuracy of scoring models. A recent study by [38] used DT in developing the credit scoring models has on dual strategy ensemble trees, based on Random space- Bagging DT and Bagging-Random Space DT, the random subspace bagging are used to reduce noisy and redundant data which affects DT, the results showed that the proposed methods outperform many other classifiers used in
the study. Accordingly, all the above studies afford evidence that ensemble techniques can be useful in building credit scoring models.

III. OVERVIEW ON ARTIFICIAL NEURAL NETWORK AND ENSEMBLE LEARNING STRATEGIES

3.1 Artificial Neural Network (ANN)

As ANN will be our base classifier to construct the ensemble models, an explanation of ANN will be given first in terms of: what it is? its purposes, its mechanism, advantages and critiques and its application on other disciplines other than credit scoring. ANN is basically is an advanced soft statistical technique based on the concept of artificial intelligent on how to function like human brain. It has been extensively used in building credit scoring models as an alternative to the traditional techniques (LDA, LR). Neural networks are defined as “an artificial intelligence problem solving computer program that learns through a training process of trial and error” [39] p.147. A neural network model contains are made up of 3 layers input, output and one or more hidden layers between the input and output [14], [40], [5]. Neural networks model process information through the connections of a large number of processing units. The structure of the neural network model for credit scoring starts from the input layer where it takes inputs (customers’ characteristics) to process them, then the inputs are passed to the hidden layer where the input values are further processed, then the values are sent to the output layer which gives the final answer for problem either good or bad loan. See [5] p.87 for more details of the training process of the NN layers. The topology of the neural network model is show in Figure 1.

Building a neural network involves training procedure for the variables in order to differentiate between that to get a better decision and results. However, it the results are improper, the estimated values will be changed by the neural network model until they become proper and acceptable [41]. The neural networks tend to find the relationship between a customers’ probability of default and their given characteristics, Filter them and choose among the most important prediction variables. The major advantages of neural network models that it can handle incomplete, missing or noisy data, requires no prior assumptions about the distribution of the variables; it can recognize complex patterns between variables [42]. Conversely, neural networks is critiqued that it lacks explanatory capability, such that it cannot give an explanation or justification on how customer is chosen as ‘good’ or ‘bad’, accepted or rejected, another shortcoming in neural networks is the selection of parameters, as there is no official method to select the appropriate parameters for the model in which it might affect its prediction accuracy [42], [27]. Moreover, the decision of network topology which is important for accuracy and the problem long training process are also criticized. Some authors reported that neural networks outperform traditional techniques in prediction accuracy [5], [16], [18], [4], [43]-[44], [19]. However, neural networks are widely used in other disciplines such as stock markets, medicine, engineering, education [13]. In the study a feedforward backpropagation neural network model will be employed along with ensemble classifiers with different ensemble techniques.

3.2 Ensemble learning strategies

Ensemble learning is a machine learning paradigm where multiple classifiers are trained to solve same problem, in compare single classifiers only learn and trained on one set of data, but ensemble classifiers learn and train on diversified sets of data generated from the original dataset, which in a result will built a set of hypothesis from the data trained, which will lead to a better accuracy. In order to get single output from the ensemble models, results are combined using certain strategies lead to a better accuracy. In order to get single output from the ensemble models, results are combined using certain strategies as the weakness in ensemble learner can be recompensed by other members of the ensemble [45]. Two important things should be considered to achieve good ensemble learner: accuracy and diversity [46].

To ensure diversity of data training among classifiers, several ensemble strategies can be used such as cross-validation, bagging, boosting and stacking. Due to space restriction, only the adopted methods will be explained.

3.2.1 Cross-validation

This method of sample variation is the simplest and most widely used method of training data used in the literature [47]. Its main objective is to divide the dataset into several k-fold partitions (k = 1, 2, 3, …, n) and each partition uses random data generated from the original data set. Each k-fold acts like an independent validation set for the model trained by the k-1folds. The benefits of this method are the data dependency is reduced and the consistency of results can be improved [48].

3.2.2 Bagging

It is a shortcut for bootstrap aggregation; it is the one of the first ensemble learning algorithms [49]. It is easy to implement
it and it gives good performance results. The diversity of data trained is achieved by creating different number of bags (n-bags) each bag is filled by data randomly generated from training dataset, with replication. For instance each bag could have data selected more than once or not selected at all, and each bag is trained by only one classifier. In order to ensure the most diversification of data to be trained the next two proposed methods to be explained are might be introduced for the first time in literature of credit scoring, to the best of our knowledge.

3.2.3 CV-Bagging

This method is based on combing the cross validation technique with bagging technique. The way it works is the following; first, the training data is divided into k partitions, each partition randomly generate data from the training set, according to the standard CV technique described above. Then the bagging technique and n-bags are created randomly by selecting data from each partition. Thus, from the data in each bag, in each partition, a different NN model will be trained. For example, if there are 10 partitions and 100 bags in each partition, in total there will be 10x100 = 1000 neural networks trained.

3.2.4 Bagging-CV

This method is similar to the previous one, but the order by which CV and bagging are applied is reversed. Initially, n bags are created by randomly sampling the training set data with replication. Next, the data in each bag is used for CV, which essentially provides k partitions for each one of the bags. At the end, k × n neural networks will be trained, one from the data in each partition of each of the bags. It will be demonstrated that these proposed hybrids of the well-established ensemble methods result in higher diversification of classifiers. Their performance is at least equivalent to the standard ensemble methods and in some cases even higher. At the same time, the standard deviation of the results is greatly reduced, which hints at more stable classifiers.

IV. EXPERIMENTAL DESIGN

4.1 Real work credit datasets

Two real world credit datasets will be used to evaluate the performance of the predictive accuracy of the four NN ensemble methods along with the single NN. German and Australian datasets are available publicly online from UCI machine learning depository [50]. These credit sets have been the pillars of developing credit scoring models among researchers. Summary of the datasets is given in Table I.

<table>
<thead>
<tr>
<th>Credit set</th>
<th>Loan cases</th>
<th>Good/Bad</th>
<th>Attributes No.</th>
<th>Variables: Categorical / continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>German</td>
<td>1000</td>
<td>700/300</td>
<td>20</td>
<td>13/7</td>
</tr>
<tr>
<td>Australian</td>
<td>690</td>
<td>307/382</td>
<td>14</td>
<td>6/8</td>
</tr>
</tbody>
</table>

4.2 Data normalization

The datasets contains inputs that hold values that will be fed to the NN. Each attribute in the dataset contains values that vary in range. In order to avoid bias and feed the network with data within the same interval, data should be transformed from different scale of values to a common scale values. To achieve this dataset attributes are normalized to values in the range between 0 and 1. These transformations are done by taking the maximum value within each attribute and then divide all the values in the attributes with its maximum value.

4.3 NN ensemble models

In this paper NN will be adopted as the base classifier for the ensemble models in this study, since 80% of business application were developed using NN [42], [47]. In NN it is important to decide the architecture of the network topology. Among the different network topologies test, the one selected for this study consists of one input layer, two hidden layers and one output neuron. According to [16] one hidden neuron is sufficient to have model with the desired accuracy, [18] stated that if to avoid long training time, another hidden layer can be added, which it is in our study. Some trials and error [51] were conducted to determine the best number of neurons in the hidden layer, a range of 20-40 in both hidden layers have been tested. The NN stopped learning or training after reaching the pre-determined number of epochs. The optimal topology was selected based on: the lowest (Mean Square Error), and the highest accuracy, especially for bad loans. In the experiment the datasets were divided in two sets, Training (80%) to train the NN, and Testing (20%) to test the trained NN.

4.4 Exploring significant variables

The features or variables of a used dataset may have an important effect on the performance of credit scoring models [52]. Referring to [53] and [13], they stated that NN might not easily recognize the relative importance of the inputs variables. For this reason, in this study it is intended to explore the importance and significance of the inputs variables in both datasets. After calculating the accuracies of the ensemble models, two tests will be carried out on the input variables to investigate how effective they are and whether there are significant variables that could affect the accuracy by increasing or decreasing it. The first test (1) consists of keeping the value of each variable fixed and then performing the training and classification to see whether this has any significant effect on the accuracy of our classifiers. All the variables are considered one at a time; each time the values of the variable is fixed for all contracts to be the mean/median value for all contracts. Then, the training and classification is conducted and the impact this variable on the accuracy results is recorded. The mean square error (MSE) is then compared to the MSE of the classifier when all variables are taken into account. If the error rate of the model increases when a given variable is fixed then that variable is deemed to be significant, otherwise it is considered insignificant.

In the second test, all the variables are tested again, but this time all the rest are fixed to their mean/median values and only this one is allowed to vary. A range of 10 testing values is
created, equally spaced between the minimum and maximum
values for this specific variable and then run the classifier 10
times, once for each value of the variable in the testing range.
It is then assessed how much sensitive the accuracy of the
classifier is to the value of this variable. The greater the
sensitivity, the more important this variable is for our
classifier.

V. EXPERIMENT RESULTS AND ANALYSIS

The whole experiments in this this study were executed
using Matlab 2013b version, on a PC with 3.4 GHz, Intel
CORE i7 and 8 GB RAM, using Microsoft Windows 7
operating system.

5.1 Experiment I results

Our aim in this experiment is to show how ensembles
methods perform against single model, and also to show how
modifying training data in different and not complicated way,
could give results comparable or better than other models
proposed in the literature. Results of NN ensembles along with
the single NN are compared with each other, the testing set
results will be shown with their standard deviation calculated
to explore how stable the results were at each group of
ensemble. The ensemble model results are based on 100
simulations. The credit scoring results of the resting set are
summarized in Tables II and III for German and Australian
datasets respectively.

<table>
<thead>
<tr>
<th>NN Models</th>
<th>Average classification accuracy (%)</th>
<th>Standard deviation (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>73.73</td>
<td>0.0386</td>
</tr>
<tr>
<td>Cross Validation (CV)</td>
<td>78.00</td>
<td>0.0141</td>
</tr>
<tr>
<td>Bagging</td>
<td>77.65</td>
<td>0.0106</td>
</tr>
<tr>
<td>Bagging-CV</td>
<td>77.35</td>
<td>0.0073</td>
</tr>
<tr>
<td>CV-Bagging</td>
<td>78.38</td>
<td>0.0052</td>
</tr>
</tbody>
</table>

As it can be seen from Table II, Cross-Bagging has
achieved the highest accuracy and the lowest SD 78.38% and
0.52% respectively, followed by CV with accuracy of 78% and
SD of 1.4%, and then comes Bagging with accuracy and SD of
77.65%, 1% respectively. Bagging-Cross got 77.35% accuracy and 0.073% SD. Last is the Single NN with lowest
accuracy and SD of 73.73% and 3.86% respectively, as
expected. Although the proposed Bagging-Cross got accuracy
slightly lower than CV and Bagging, but the interesting thing
that it’s SD is lower than both, which gives indication that it
was more stable in its accuracy over the 30 runs carried out,
and the other maybe were stochastic over the 30 runs.

<table>
<thead>
<tr>
<th>NN Model</th>
<th>Average classification accuracy (%)</th>
<th>Standard deviation (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>83.24</td>
<td>0.0249</td>
</tr>
<tr>
<td>Cross Validation (CV)</td>
<td>85.45</td>
<td>0.0144</td>
</tr>
<tr>
<td>Bagging</td>
<td>83.74</td>
<td>0.0065</td>
</tr>
<tr>
<td>Bagging-CV</td>
<td>84.13</td>
<td>0.0055</td>
</tr>
<tr>
<td>CV-Bagging</td>
<td>82.90</td>
<td>0.0056</td>
</tr>
</tbody>
</table>

From the results in Table IV, it can be observe that the best
accuracy rate is CV with 85.45% and the worst is proposed
Cross-Bagging method with 82.9%. Bagging-Cross achieved
accuracy of 84.13%, followed by 83.74% and 83.24% for
Bagging and Single NN respectively. The SD for the proposed
methods is still more stable than the other ensembles, although
their accuracy is lower than CV. In summary, two new
ensemble techniques for classifying credit loans were
proposed. The proposed methodologies have been shown to be
producing comparable or better results than other approaches
in the literature with the added advantage of having a much
smaller variability in the accuracy results. This is a significant
advantage for the industry, as it increases the robustness of the
classifier.

To validate the results, the achieved results were compared
of the results obtained by scholars reported in the literature.
The results are summarized in Table IV.

<table>
<thead>
<tr>
<th>Study</th>
<th>Dataset</th>
<th>Proposed model results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al., 2012 (ANN)</td>
<td>Ger/Aus</td>
<td>71.43, 75.56, 73.3, 75.97/83.28, 85.01, 83.65, 86.57</td>
</tr>
<tr>
<td>Wang et al., 2011</td>
<td>Ger/Aus</td>
<td>78.36/88.17</td>
</tr>
<tr>
<td>Chen and Li, 2010</td>
<td>Ger/Aus</td>
<td>76.7/85.10</td>
</tr>
<tr>
<td>Zhou et al., 2010</td>
<td>Ger</td>
<td>76.36</td>
</tr>
<tr>
<td>Lee and Chen 2005</td>
<td>Aus</td>
<td>84.71</td>
</tr>
<tr>
<td>West et al., 2005</td>
<td>Ger/Aus</td>
<td>75.82, 74.87, 73.53, 74.69/86.28, 87.21, 85.24, 86.78</td>
</tr>
<tr>
<td>West, 2000 (ANN)</td>
<td>Ger/Aus</td>
<td>77.57/87.8</td>
</tr>
</tbody>
</table>

5.2 Experiment II results

Figure 2 shows the German dataset MSE when one attribute
is fixed to its median value. It can be seen than there is no
single attribute stands out from the crowd. The small
differences are not statistically significant. On the other hand,
Figure 3 shows that there is a single attribute in the Australian
dataset; attribute 8 which represent a categorical value, its
removal would greatly impact on the MSE. Therefore, it can
be concluded that this is a significant attribute which
contributes to the overall accuracy of the classifiers.

![Fig. 2 First significant test of variables in German dataset](image-url)
proposed. It can be shown that the proposed methodologies - using single NN were tested, and ensemble methods showed that the models are stable and have no serious effect on the classifiers accuracy. In this study, two new ensemble methods for classification of credit loan customers based on neural networks were proposed. It can be shown that the proposed methodologies provide similar or better accuracy results compared to the literature as well as to single classifier, and they have shown to be more stable than the other methods. In addition, the sensitivity of these classifiers with respect to each attributes has been examined for both datasets. Two data testing results using single NN were tested, and ensemble methods which showed that the models are stable and have no serious effect on the classifiers accuracy. Future work could be extended by (1) using different credit datasets with different sizes and attributes for extra validation, (2) using different ensemble methods and strategies to learn more diversified sets (3) using different machine learning methods such as SVM, DT.
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