
  
Abstract— Classification is one of the most studied data mining 

tasks. Many literatures stated that predictive accuracy resulted by 
classification in data mining tends to be lower compared with the 
classification combined with optimization. The objective of this study 
is to estimate Dry Docking duration based on classification by using 
two methods; CART and Ant-Miner. It is shown that CART gives 
more accurate classification model than Ant-Miner with static 
discretization. 
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I. INTRODUCTION 
LONG with the development of technology, some 
techniques of data collection and storage is also rising. 
The use of computerized system is an example of 

technological developments that led to the growth of very 
large data. However, the amount of knowledge gained is 
sometimes disproportionate to its growth. This kind of 
situation has led to the emergence of data mining. According 
to Larose, there are six data mining tasks: description, 
estimation, clustering, association, classification, and 
prediction [1].  

Classification is one of the most studied data mining tasks 
[2, 3]. It can be seen from the number of researches which 
developed classification model in order to improve its 
predictive accuracy, such as the research conducted by Izrailev 
et. al. (2001) which concluded that regression tree in data 
mining combined with Ant Colony gave a better quality tree 
models than the usual regression tree [4]. Boryczka et. al. 
(2011) found that Ant Colony Decision Trees (ACDT) is very 
competitive with the well-known CART algorithm [5].  

The objective of this study is to estimate Dry Docking 
duration using CART and Ant-Miner with static discretization. 
Weka was used for classification and GUI Ant-Miner was 
used for classification induced by ant colony algorithm. Data 
mining is an analysis method of large amounts of data to find 
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a hidden pattern, in this case, the relationship between 
maintenance data and its duration. So that, by knowing the 
volume of each type of dry docking work to be done, the 
operator can directly estimate the dry docking duration. 

II. METHODS 
Classification and Regression Tree (CART) is one of the 

decision tree algorithms for classification by constructing a 
flowchart-like structure [4]. The characteristic of CART is to 
use a set of “if-then” conditions to perform predictions or 
classification of cases [4,1]. CART analysis consists of four 
basic steps. The first step is the tree building, in which a tree is 
built using recursive splitting of nodes. Parent node is an 
attribute with the purest node among the others. Mostly, 
CART uses Gini index to get node purity of each attribute, 
which is defined by (1). 
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TABLE I 

CART CLASSIFICATION 
 
 
 
 
 
 
 
 
 

The second step consists of stopping the tree building 
process. At this point, a “maximal” tree has been produced or 
the number of cases for each terminal node is less than 
minimum required, which is 5 cases or 10% of all cases in 
training set. The third step includes the tree “pruning”, results 
in the creation of a sequence of simpler and simpler trees 
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based on re-substitution error rate in every terminal node, 
which can be formulated as follow: 

 

R(τl) = r(τl)p(τl) (5) 

        Where, 

r(τl) = 1 − max(p, 1 − p) = min(p, 1 − p) (6) 

𝑝(𝜏) is the probability that an observation falls into node . 
 
The fourth step provides the optimal tree selection, where 

the tree that fits the information in the learning dataset, but 
does not overfit the information, is selected from among the 
sequence of pruned trees by using testing data, as in (7) and 
cross validation, as in (8). 

Rts(T∗) =  minkRts(Tk) (7) 

R
CV
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Steps in building the classification model using Ant-Miner 

algorithm are as follows: 

1) Determine the parameters, such as number of iterations 
and number of ants. 

2) Tree building. Like CART, Ant-Miner also select the 
attributes used in classification model by using the 
following equations: 

pi =  
τE,L,xi  ∙ ηi

∑ τE,L,xiiϵF ∙ ηi
 (12) 

Where, 

ηxi = GainRatio(S, xi) (13) 

Gain Ratio (S, A) =  Gain(S,A)
SlitInformation(S,A)

 (14) 
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Entropy (𝑆) =  ∑ −𝑝𝑐m
c=1 ∙  log2 𝑝𝑐 (17) 

 
3) Stopping tree building. The tree-building process will 

stop if the number of cases in each node is smaller than 
the minimum number required or there is no more 
attributes that can be used as a node. 

4) Pruning. Using error-based pruning method, terminal 
nodes will be cut off from the tree if their errors tend to 
be larger than their parent node’s error. 

5) Updating pheromone on each path that has been passed 
by the best ant candidate. This process itself can either 
be pheromone addition or subtraction. 

τ(E,L,xi) = �
ρ ∙ τE,L,xi         if (E, L, xi  ∉ treeib
ρ ∙ τE,L,xi        if (E, L, xi ∈ treeib

 (18) 

 

Where, 
 

Q =  N−Error
N

 (19) 

6) Repeating the 2nd to the 5th step until the number of 
classification rule is larger or equal to the number of 
ants or the current ant have built the same classification 
model. 

7) After generating the number of classification model as 
well as determining the number of ants and iterations, 
the next step is selecting the best classification model 
from the set of classification models that have been 
generated before. 

The attributes and its specification for each of the dry 
docking works are summarized in Table 2. Attributes 
reduction is done based on interview with the relevant 
operator who is an expert in ship maintenance. The attributes 
identified as irrelevant are those whose influence on the 
overall work duration in dock is assessed as not significant. 

Redundant attributes are those which contain information 
that is already contained in some other attribute(s). On the 
other hand, attributes whose values are the same for all or 
almost instances in sample, are considered as useless because 
it was obvious that such attributes do not have influence or 
have very little influence on the learning model [6]. There are 
28 significant attributes out of 35 attributes. 
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TABLE II 
DRY DOCKING ATTRIBUTES SPECIFICATION 

Attributes Data Specification 

ukuran, tank, bak Volume (m³) 
grt, pelat Mass (ton) 

scraping, sandblasting, cuci, cat Wide (m²) 

zinc, sealprop, ringprop, 
packingprop, chrome, ringkem, 
packingkem, sealkem, chest, 
valve, scrupper, manhole, plug 

Amount 

ut, las Amount (point) 
grease Mass (kg) 
propeller, porosprop, kemudi, 
poroskem 

A = no maintenance, B = 
recondition, C = balancing, D = 
change, E = recondition and 
balancing, F = change and 
balancing, G = change and 
recondition, H = change, 
recondition, and balancing 

bantalanprop, bantalankem A = no maintenance, B = 
recondition, C = change, D = 
balancing 

shaftseal, jangkar Options (YES, NO) 
panjanglas Length (m) 

m = meter and kg = kilogram. 
 

The classification tree for the dry docking duration can be 
seen in Figure 1 where dry docking duration is divided into 4 
classes [7]. Then, to get the same behavior from both CART 
and GUI Ant-Miner, we discretized dry docking duration into 
4 bins by using Weka Discretization. 

 

 
Fig. 1 Classification Tree of Dry Docking Duration 

III. RESULT AND ANALYSIS 
In this study, we compare the predictive accuracy resulted 

by Ant-Miner with static discretization and CART. From 
Table 3, it can be seen that the predictive accuracy of CART is 
similar to Ant-Miner with static discretization, and even is 
likely to be higher than Ant-Miner’s. Based on calculations 
performed by using software, CART has higher accuracy than 
static discretization Ant-Miner by 0.2667%. While based on 
manual calculations, CART predictive accuracy is 3.03% 
higher than Ant-Miner with static discretization. It can be 
concluded that the predictive accuracy resulted by CART is 
higher than Ant-Miner with static discretization. 

 
 

TABLE II  
PREDICTIVE ACCURACY 

 
IV. CONCLUSIONS 

Maintenance is one of the most important activities in the 
shipyard industry. This study uses CART and Ant-Miner with 
static discretization to estimate the duration of dry docking. 
The result of this study shows that CART’s predictive 
accuracy tends to be higher than the accuracy of Ant-Miner 
with static discretization. This indicates that Ant-Miner is not 
always better than CART. 
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Methods Accuracy (Software) [%] Accuracy (Manual) 
[%] 

CART 65.4867% 63.64% 

Ant-miner 65.22% 60.61% 
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