
 

Abstract— With the rapid expansion in internet technology and 

research, people are more vocal about their belongings and 

accomplishments. It could be due to social media and easy access to 

those websites where they can conveniently/freely share their views 

and opinions. People find it easy to converse in their native languages. 

These websites present flood of data presenting the latest interests of 

communities around the world. To identify the native language from 

this bunch of data is very important to transform and use this 

information. In this paper, we proposed a conceptual model for native 

language identification (NLID) based on supervised learning and 

Naïve Bayes classifier. Experiments are conducted on comments taken 

from different public websites and any document related to any native 

language. Results show an average accuracy of 97.50 % which is high 

from other methods. A web application is developed for public use for 

identifying a language. 

 
Index Terms— Native language identification, Naïve Bayes 

classifier, Normalization, User reviews 

I. INTRODUCTION 

Due to innovation in internet, people especially youth are 

now more interested in sharing their opinion about anything or 

more vocal about events and occurrences around. It could be 

due to social media networking or easy excess to those websites 

where they can conveniently and spontaneously share their 

views in their native language. People find it easy to 

communicate in their native language producing bunch of data, 

all in different language. There are hundreds and thousands of 

different languages across the world even across the nation with 

little or large differences in scripts or literals. Native Language 

Identification (NLID) is more important in online business and 

in ecommerce. Where the product vendors are very much 

interested knowing about their products. Even a politician will 

be very much interested in knowing about his likeness across the 

nation. Different algorithm and technologies can be used to 

analyze this data which is in different languages.  

There are millions of comments are presents in social 

networking sites, blogs, forum, ecommerce sites etc. [1]. 

Identification of language in these comments is not an easy task 

in the presence of thousands of languages. Machine learning 

techniques such as Naıve Bayes and Support Vector Machine 

are widely used as a classifier because of their ability to “learn” 

from the training dataset to make decisions with on-line data and 
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to provide real-time analysis with relatively high accuracy [2]. 

In this research, the aim is to evaluate the scalability of Naïve 

Bayes classifier (NBC) in language identification system for 

identifying English, Urdu Arabic, Chinese and Polish 

languages. Naïve Bayes classifier is implemented here to 

achieve the better results in language identification system.  

The rest of paper is organized as follows. Section II 

introduces the background study. Section III illustrates the 

proposed system design for language identification. System 

includes three major steps Dataset, Preprocessing, and Naïve 

Bayes classifier. Section IV shows the experiment setup and 

results. Conclusions are addressed in section V and then Section 

VI is for references. 

II. BACKGROUND STUDY 

For native language identification (NLID) variety of 

algorithms have been tried like Naive Bayes, Support Vector 

Machine (SVM), Neural Networks, prediction partial matching 

(PPM) and many with multiple classifier but the best accuracy 

achieved are still in the lower ninety percent. 

Shervin Malmasi and Mark Dras et.al presents discriminative 

models for differentiate Dari and Persian language at sentence 

level [3]. Linear Support Vector Machine classifier was used for 

text classification which results 96% accuracy. 14k 

per-language sentences are used as training data set. Testing 

was conducted on cross corpus 79k sentences resulting in 87% 

accuracy but this data set is out of domain. Şengùl BAYRAK 

HAYTA et.al presented a paper in which they used characters, 

words and n-gram sequences with different machine learning 

techniques [4]. They used a sequence of n-gram frequencies. 

They used five different classification algorithms SVM, 

Centroid Classifier, Multilayer Perceptron, Fuzzy C-Means and 

k-Means methods and analyze the frequency of these algorithms 

on documents those belong to five different languages. They 

used n-gram feature based method that is used to extract feature 

vector that is belonging to languages. For experimenting, they 

used a dataset that is selected from ECI multilingual corpus. 

After the experiment the accuracy of Centroid Classifier and 

SVM classifier has provided best accuracy and k-Means has the 

lowest performance among these five algorithms. Dattesh B 

Naik, Jeevan R Patil and Pravin P Maske et.al proposed a 

system for identifying different types of Indian language scripts 

[5]. By using supervised machine learning proposed system will 

identify the language of input text. The classifiers ANN or SVM 

and Random Forest approach were used by the author. The 

limitation of this system are time consuming while handling 

large data sets and it is difficult to process neologisms and 

non-standard words. 
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Karen Shiells and Peter Pham et.al proposed an approach of 

unsupervised technique for language identification [6]. 

Author‟s uses Twitter as a data source. The technique is based 

on Chinese Whispers algorithm with some improvement. 

Microsoft Translator API was used to construct data set for 

unsupervised learning and evaluation process. Main 

contribution of the research was to develop or improve a system 

of identification for short text cluster using unsupervised 

learning. Shervin Malmasi and Aoife Cahill et.al proposed a 

novel approach for native identification language [7]. The 

proposed solution is a function that measure and analyze the 

features independence of native language. Authors shows that 

1-skip bigrams as a useful variant and also be a new native 

language identification feature. 

Priyank Mathur et.al presented a paper in which they use a 

technique called Stanford Language Identification Engine 

(SLIDE) [8]. They used different methods for this purpose. The 

first method they use is Multinomial Naive Bayes model. They 

use this because it is quick to prototype and provide fast and 

decent results. For implementation, they choose languages that 

are very little in common e.g. Portuguese spoken in Portugal 

and Brazil. They experimented with both word and character 

n-grams. The experiment shows that the performance of 

character-level n-gram better. Secondly, they use Logistic 

Regression and results show that the character-level n-gram 

again performs better results. Both MNB and LR are not good 

for the languages that are close to each other and share a lot of 

words between them, therefore, they used another method for 

this purpose that‟s called Recurrent Neural Network. They use 5 

different RNN each built using different feature set, namely, 

from char 2-gram to char 5-gram and last one that is uni-gram. 

They combine these 5 RNN model called SLIDE. Results show 

that MNB, LR and SLIDE have the accuracy 0.9452, 0.9449 

and 0.9512 respectively. 

P. Barlas, D. Hebert, C. Chatelain, S. Adam, and T. Paquet 

et.al presents an automatic system for identification of language 

in complex and heterogeneous documents [9]. Proposed system 

was divided into script identification, writing type identification 

and language identification. The methods for script 

discrimination and writing type recognition are based on 

analyzing the connected components while the language 

identification requires a recognition engine. Author‟s 

implements its proposal on public data set and evaluated it 

through Google plug-in. Shubham Saini, Bhavesh Kasliwal and 

Shraey Bhatia et.al proposed a method of G-LDA [10]. This 

process works on the concepts of Genetic Evolution techniques 

and Latent Dirichlet Allocation (LDA). G-LDA indicates the 

words that present in any given document more than one time. 

Leipzig Corpora was the sub data set used by the author for 

testing of the technique. JGibbLDA package which is java 

implementation of LDA using Gibbs sampling techniques was 

used to generate the document of sentences from five languages. 

When applied to five training languages (English, Arabic, 

Italian, Hindi and Gujarati) of the 15 web-pages, gave accurate 

results. The recognition rate decreases when applied on small 

data set i-e words less than 1000. 

III. PROPOSED SOLUTION 

Different algorithm and technologies can be used to analyze 

data which is in different languages because people find it easy 

to converse in their native language producing bunch of data, all 

in different language. One can identify language of those 

comments by using different techniques. For language 

identification we will use a conceptual model which is shown in 

Fig 1. This model includes dataset, preprocessing, supervised 

learning algorithm, results. Supervised leaning is the type of 

machine leaning technique which uses the dataset for training to 

make predictions [11]. For better predictions we have to classify 

our data set from raw and unstructured form to a classified form. 

This classification will do predefine data in to classes based on 

training data set [12]. There are many algorithms that can be 

used for NLID native language identification process such as 

Naive Bayes, Support vector machine etc. we will prefer Naive 

Bayes over because Naive Bayes algorithm is most simple and 

efficient algorithm. 

Naive Bayes algorithm is a classification technique that is 

based on Bayesian theorem with an assumption of independence 

among predictors [13]. In short, a Naive Bayes classifier 

assumes that the occurrence of a specific feature in a class is 

distinct to the occurrence of any other feature. To understand 

naïve Bayes we take an example, a fruit may be considered to be 

an apple if it is red, round, and about 3 inches in diameter. Even 

if these features depend on each other or upon the existence of 

the other features, all of these properties independently 

contribute to the probability that this fruit is an apple and that is 

why it is known as „Naive‟. It is easy and very fast to predict a 

class and it also performs well during multiclass prediction [14]. 

It performs well as compared to logistic regression and when 

you need less training data. It‟s not sensitive to irrelevant 

features. 

 
 

Fig. 1. Proposed Solution 
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A. Dataset 

We take two types of datasets to calculate the accuracy of 

language identification system. First one is Abainia dataset
1
  

and second one is the real-time data from user‟s comments and 

views.  

Main reason behind real time dataset is to check accuracy on 

real-time comments uploaded from public users. We develop a 

responsive web interface for public users to write their text in 

any of five languages (i.e in English, Urdu, Polish, Arabic and 

Chinese) and our system judge accuracy on run time using naive 

Bayes classier. We collect this data from website interface in the 

form of user‟s comments and document‟s. Figure 2 elaborates 

the interface.  

 
Fig. 2. Interface 

 

B. Preprocessing 

Preprocessing is the most essential step of any technique. The 

preprocessing of user comments and reviews is a very important 

part of this research. Using preprocessing we get the data in our 

required format [15]. The data from user comments and text 

documents contain noise such as URLs, scripts, HTML tags, 

and symbols such as asterisks, hashes, etc., which do not have an 

impact and are not useful for machine learning. These 

comments also contain one word in many forms, for example in 

upper and lower case, in a misspelled form, with character 

repetition. These have to be removed in order to keep only the 

text so as to improve the performance of the classifier. Steps 

involves preprocessing are Tokenization, Normalization, 

Stemming and Filtering 

Tokenization is the process in which we spilt the user‟s 

comments or text from document into a sequence of tokens. The 

goal of the tokenization is the exploration of the words in a 

sentence [16]. Normalization of data includes removing special 

characters (i.e. @, #, & etc), removing of hash tags from the user 

comments and text document data [17]. In order to get rid of the 

multiple forms of a single word we use Stemming. There are 

many algorithms available for stemming like Porter Stemming 

Algorithm [18] etc. We also use streaming for removing of 

repeating characters like happppppiiiieeeeee etc. Filtering is the 

function that‟s filters English stop word from a user comments 

document by removing every token which matches a word from 

 
1https://github.com/xprogramer/DLI32-corpus 

a built-in stop words list. These stops words decrease the 

efficacy on any machine leaning techniques. Stop words are 

words that are not critically necessary to the sentence or opinion 

C. Classifier 

Naive Bayes classifier is the most accurate classifier which 

works efficiently in many cases. Naive Bayes has proven to be 

an effective and much simple supervised leaning method. It is 

even optimal in some cases. Suppose there are n possible classes 

C = {c1, c2… c
n
} for a domain of documents D = {d1, d2, … , 

d
n
}. Let W = {w1, w2,…,w

n
} be the set of unique words, each of 

which appears at least once in one of the documents in D. The 

probability of a document d being in class c can be computed 

using Bayes‟ rule: 

 

P(c|x) = P(x/c)P(c)/P(x)                             (1) 

 

In the given formula (1) P(c|x) is the posterior probability of 

class, P(c) is the prior probability of class, (x|c) is the likelihood 

which is the probability of predictor given class and P(x) is the 

prior probability of predictor. Naive Bayes classifier is the 

better classifier in many real time situations [15]. Before 

applying Naïve Bayes classifier we first train the classifier on 

training dataset. Training is the most essential step without this 

training Naïve Bayes cannot gave us accurate results. 

IV. RESULTS 

We tested our proposed solution on Abainia dataset which is 

also standard dataset used by many researchers in their research 

for identifying language. It includes more than 500 reviews on 

scripts written in English, Urdu, Polish, Arabic and Chinese. 

Experimental results show average accuracy of 98.5 % which is 

better than any other classifier identifying language.  

We also test results on real time environment on our 

web-application. This is running on internet for public use for 

identifying languages (English, Urdu, Polish, Arabic and 

Chinese). We provide a user friendly interface compatible with 

every device for better experience by users.  Peoples can write 

or just copy paste their comments in any language or upload 

document of any language in our application and our 

application successfully identify the language using Naive 

Bayes Classifier. 
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Fig. 3. Interface with results 

 

From past few days by providing training data set we 

get the average accuracy of 97.36%. A bar code graph of 

everyday use is presented by plotting accuracy on x-axis and 

day on y-axis. This accuracy graph is shown in Fig 4. 

 

 
Fig. 4. Accuracy Graph 

CONCLUSION 

In this paper, we presented a simple, efficient and complete 

system for identifying language from user‟s views and 

comments datasets using a Naive Bayes classifier. Moreover we 

run Naïve Bayes Classifier on real time user comments and it 

also judge language from any document. Our results show that 

Naïve Bayes Classifier provides efficient results on both 

datasets. Because of our simplified setup, the average accuracy 

on Abainia dataset stays 97.50% in all cases and for real time 

environment users posted comments and files get an accuracy of 

97.36%. An intelligent filter in preprocessing might be helpful 

to increase the accuracy. 

We believe that our work is just a beginning of 

employing machine learning techniques in real time 

environment of user comments and uploaded documents. Future 

work will include using our framework by applying on user 

spoken words or language identification from user‟s voice. 
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