
 

 

 

Abstract—The accuracy of super resolution application depends 

on the performance of registration, interpolation and restoration 

steps. In this stage, the rate of sub-pixel accuracy, which processed in 

registration step, holds an important place for providing the success 

of super resolution application. In this paper, correlation based sub-

pixel registration methods are handled and how these methods 

influence over the accuracy of the super resolution application is 

explored. In this scope, registrations achieved by correlation measure 

criteria combined with Bilinear, New Edge Directed Interpolation 

(NEDI) and Cubic Spline methods one by one and these registration 

results are utilized in super resolution application. Experimental 

results show that, using correlation combined with Cubic Spline 

interpolation obtain higher performance than correlation combined 

with other interpolation methods in a super resolution application. 
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I. INTRODUCTION 

A super resolution application produces high resolution 

(HR) image using low resolution (LR) image or images. A 

process of super resolution image reconstruction consists of 

registration, interpolation and restoration steps. Using 

registration for improving resolution has been attracting a lot 

of interest in this research area since Tsai and Huang [1] 

proposed the idea for the first time in 1984.  

The quality of a high resolution image, which reconstructed 

by a super resolution algorithm is directly related to the 

registration method used in the application. Image registration 

is a process of transforming different images into the same 

coordinate axis and it becomes more successful while more 

sub-pixel accuracy obtained. When there is an integer shift 

between the LR images, it means that there is no extra 

information. So the super resolution images produced from 

these LR images is the zoomed version of one LR image. 

In this paper, Bilinear, NEDI, Cubic Spline interpolation 

methods are utilized to determine the sub-pixels accurately. 

Among these methods, Cubic Spline with correlation measure 

criteria increases the accuracy of registration method and 

improves the performance of super resolution application more 

than other interpolation methods.  

II.  SUB PIXEL REGISTRATION 

A transform function to yield the geometrical registration 

between images is defined to represent the images obtained 
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from different sources or same source but different times in the 

same coordinate plane. It is aimed to bring this function to 

maximum or minimum value according to the selected 

registration method. In a super resolution application, the 

objective is to reach HR image pixels as constants. It is also 

assumed that there is translation between LR images. The 

amount of shift is found by the registration methods. 

The measure criteria may vary in registration methods. In 

this scope, the most common measure criterias are defined as 

cross correlation [2], phase correlation, mutual information 

and sum of squared difference. The interpolation method used 

in the registration takes an important place, since it creates 

new pixels and these pixels change the amount of translation. 

In this paper, horizontal and vertical shifted LR images are 

registrated by correlation [3-4] measure criteria combined with 

Bilinear, NEDI, and Cubic Spline interpolation. In order to get 

HR image, each result obtained from interpolation methods are 

combined with the Projection Onto Convex Sets (POCS) super 

resolution method. The HR images are finally evaluated by 

SSIM and PSNR metrics.  

A.  Bilinear Interpolation 

Bilinear Interpolation is a resampling method that uses the 

4 nearest neighboring values in the diagonal axis of missing 

value. In the images, missing pixel is estimated by taking the 

average of 4 neighboring pixels of LR image. This process 

continues till the every missing pixel is filled. The resultant 

image has smooth translations. The formula of this method is 

as follow. 

Assume that, X is the LR image and  is the missing 

pixel of interpolated image. 

 

                      (1) 

B.  New Edge Directed Interpolation (NEDI) 

This method is arisen from the idea of using covariance 

coefficients of LR images for adapting interpolation at the HR 

image. The image is doubled both in horizontal and vertical 

direction when the algorithm is processed once.  Hence, the 

image can extend only by power of two along each direction. 

Firstly, the  pixels of the LR image are directly written on 

the  pixels of the HR images. After that, interpolation is 
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processed in two steps. In the first step, we find the  

pixels from the   pixels using Equation 2 [5].  

 

(2) 

 

The α vector in Equation 2 can be calculated as follow [5]. 

                                      (3) 

where  vector is the  

neighboring pixels of missing pixel which we want to 

interpolate them in diagonal axis. The matrix of C is the 

data matrix that contains 4 neighboring pixels of  

along diagonal direction in its kth column vector. 

 pixels can be found using α in Equation 2. In the 

second step, the remaining pixels are interpolated in the same 

way, but rotated by 45 degree. 

                     
(a) (b) 

Fig.1: a) The pixel represented with asterix is the 

interpolated  pixel after first step. The black pixels, 

in the diagonal neighbors of pixel indicated by asterix, are the 

elements of the y vector. b) The triangular pixel in the center 

of the  window is interpolated in second step. The other pixels 

in the window are the elements of the y vector rotated by 45 

degree 

C. Cubic Spline 

Likewise the other interpolation techniques, the purpose of 

this interpolation technique is to obtain information about 

unknown points of a function using discrete points of the same 

function [6]. Generally, cubic spline functions are considered 

as interpolation over two nearest neighbors in each dimension. 

While spline functions are piecewise and continuous functions, 

cubic splines are piecewise, continuous and also third –order 

functions. Cubic spline functions should be symmetric around 

zero, and this is why we only consider the interval [0-2] to 

define the function. The general form of cubic spline function 

is given in Equation 4 [7]. 

      (4) 

Cubic spline functions have some constraints, when it is 

used for interpolation. 

 Function‟s value should be „1‟ at point zero and should be 

„0‟ at point one and two. 

 Function should be continuous at point zero and one. 

 Function‟s slope should be „0‟ at point zero and two and 

the slope of the spline should be same approaching 1 and 

leaving 1. 

Although there are three constraints above, the function has 

eight unknown values. Hence, a cubic spline function is 

determined depending on a constant value  in Equation 5 [8].  

(5) 

In Cubic Spline method, when resampling of interpolating 

function, these four samples 

 are used, where  is 

nearest point and it is in the interval [0 1]. The sum of these 

four points should be equal to 1 [9]. 

In equation 4, the function is positive in the interval [0, 1] 

and negative in the interval [1, 2] for a negative constant . 

With the negative constant , the function becomes a form of 

windowed sinc function that provides high frequency 

performance [7]. 

The constant  is used as , , and 

. With the interpolation function can 

exactly reconstruct any second degree polynomial and error 

approximates to zero as the third power of the sampling 

interval [8-10]. 

By choosing , the second derivatives of two 

cubic polynomials, (one is defined on the interval [0,1], and 

the second one is defined on  the interval [1,2]) is  equal to 

each other at point 1[9].  

When Rifmann chose , the functions‟ slope at point 

1 match the sinc functions slope [9]-[10]. With ,  

Cubic Spline functions becomes high resolution Cubic Spline 

functions, because it is resulted in some amplification of the 

frequencies and it can often be recognized by eye. Hence, this 

choose of  is used in image processing applications. 

III. EXPERIMENTS 

Firstly, LR reference images and its one pixel translated 

copy are obtained. 

Step 1:  Reference image is interpolated  times by 

Bilinear, NEDI and Cubic Spline algorithm one by one.  

Step 2: Interpolated new image is subsampled at every  

pixels in vertical and horizontal directions. After this process, 

 copy of LR images, that have the same dimensions with LR 

reference image, is obtained. 

Step 3: The correlations of every LR images, obtained in 

previous step, and one pixel translated images is computed. 

Step 4: The LR image with the highest correlation value is 

found and the corresponding indices are multiplied by  to 

find the translational shift. 

In the experimental studies, artificially created mean filter is 

used to deform 512x512 HR image for providing more 

quantitative evaluation. This image is then subsampled in 

every four pixels and 125x125 four images with 0.25 accuracy 

shifts are obtained. By this process we have equally deformed 

and shifted LR images.  One of these images is chosen for 

reference image and another one is chosen for translated image 
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that is utilized for computing the correlation in step four. The 

algorithm steps above are applied to reference image with one 

of these Bilinear, NEDI and Cubic Spline interpolation method 

at one time, and the amount of translation to define the 

registration parameters is computed. Projection onto Convex 

Sets (POCS) [11] method is applied to the image with the 

highest correlation for reconstructing it to the 512x512 pixels 

by utilizing the corresponding registration parameters which 

are obtained from the fourth step of our algorithm. This new 

super resolution image is compared to original 512x512 image 

using Peak Signal to Noise Ratio (PSNR) and Structural 

Similarity Index (SSIM) to evaluate the performance of each 

method. 

Fig. 2: Super resolution images reconstructed from Correlation 

combined with different Interpolation methods. a) Bilinear 

Interpolation and Correlation b) NEDI and Correlation c) Cubic 

Spline Interpolation and Correlation d) Original 512x512 image 

TABLE I: PSNR RESULTS OF IMAGES CONSTRUCTED WITH BILINEAR, NEDI, 

SPLINE INTERPOLATION METHODS 

Samples Bilinear NEDI Spline 

Lenna 22.4262 22.7563 22.7970 

Peppers 22.1314 22.3743 22.6265 

Barbara 20.6139 20.7954 20.8723 

Hill 23.2043 23.4230 23.4649 

 

TABLE II: SSIM RESULTS OF IMAGES CONSTRUCTED WITH BILINEAR, NEDI, 

SPLINE INTERPOLATION METHODS 

Samples Bilinear NEDI Spline 

Lenna 0.6764 0.6875 0.6881 

Peppers 0.7153 0.7255 0.7284 

Barbara 0.5295 0.5391 0.5426 

Hill 0.5337 0.5440 0.5458 

According to Table 1 and Table 2 Cubic Spline 

interpolation method produces better results compare to the 

other methods. 

IV. CONCLUSION 

In this paper, registration is performed by utilizing different 

interpolation methods for evaluating the effect of sub pixel 

accuracy to the super resolution application. The proposed 

registration algorithm based on the principle of correlation 

maximization, used Bilinear, NEDI or Cubic Spline 

interpolation methods to provide sub pixel accuracy. Four 

images, Lenna Peppers, Barbara, Hill, are used to test these 

methods. All the test images are artificially deformed and the 

dimensions of these images subsampled to 125x125. The 

obtained results show that Cubic Spline interpolation 

algorithm combined with correlation technique presents higher 

performance for all images in the super resolution applications.  
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